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Abstract 
Building an acalentor at SIX geograpMcdy 

dispersed sites is quite mad. but politidly expedient. 
The Spahtion Neutron Source (SNS). currently unda 
construction In Oak Ridge, Tennessee, comMnes a 
pulsed 1 Gev H- superconchrchlng linac with a 
compressa ring to deliver 2MW of beam power to a 
liquid mixmy targr!t for neutron poductitora [ll. 
Accelerator components. and experimental 
(neutron-mttedng) iusstrunenb. are being developed 
collabontively by Lawrence Berkeley (Ion Source and 
Front End), Los Alamos (Linac), Thomas Jeffetsoa 
(Cryosystems). Brookhaven (Compressor Ringl. Oak 
Ridge Parget and Conventional Facilities) and 
Argonrwi! (Neutron Scattering lnshnents) National 
Laboratories. Slmiluly, a team distributed among all of 
the participating laboratories is developing the EPICS- 
based control system. This paper dhcuses the 
managemt model and strategies being used to 
address the U N ~  issues of organiation. 
communication. staadhnUzation, intepblon and hand- 
off inherat in this widelydishilwted project 

1 INTRODUCTION 
The SNS control system presents no spedai or 

unique technical challenges. It is being developed 
using a standard, flat. EPICS-based architecture [2), 
using bux-based upper layer clients. consoles and 
servers; distributed VME- and VXI-based input-output 
controllers (IOCs) with Motonh 2100 series Power 
PC processors and a PLC or 13eId-bus YO layer for 
process control-like subsystems 13.41. The timing and 
synchronization system is based upon RHIC hardware 
[5], which implements concepts originated at F e w  
perhaps twenty years ago. The PLC-based pemnnel 
safety system [6l is modeled upon a similar system in 
use at Jefferson Lab. "he communication network is 
based upon now-standard switched Gigabit Ethernet 
[7]. The most original aspect of the SNS architecture is 
the use of PC-bawl 'Network Attached Devices" 
("ADS). developed by the Beam Diagnostics team for 
beam instnunentation [8]. These NADs are designed 
to look to the control system like EPICS IOCs. 

Implementing these mom-or-less conventional 
systems using teams distributed across the country, 
belonging to laboratories each of which brings its own 

culture and approach, das howmw present a unique 
and interesting challenge. Conventional management 
approaches, organhation, and commuaicotlon methods 
must all be adapted to tbe d t k s  of the pprtnership. 

"here have been successes Ud failures, but the 
effort is of interest because it seems likely that for 

will also be built as coIlaborations. These projects may 
well be international in mpe, and the issues thereby 
exacerbated. What is learned at SNS should be useful. 

politid and economic reawns film large projects 

2 MANAGEMENT AND 
ORGANIZATION 

The original SNS proposal had each of the 
partidpatlng laboratories responsfble for the control 
system for its individual part of the machine - 
Berkeley for the Front End controls; Los Alomos for 
the k c  controls; Bmoicbaven fix the Ring conb.ds. 
etc. W e  this model insured a tight coupling between 
individual control systems and the subsystems they 
controlled by making the m e r  laboratories 
responsible for both, there was rlsk that the ultimate 
integration of disparate control systems would have 
been difficult or impossible; and there was nothing in 
the model that allowed for the development of the 
"global systems" which are common to all - the 
network. the timing and synchronization system, the 
equipment protection system, a common control room. 
etc. 

Eventually. a management model evolved that 
included the "Integrated Control System" (ICs) at the 
same organizational and reporting level as each of the 
six prlDdple facility components - Front End. Linac, 
Ring. Target, Instruments and Conventional Facilities 
(the Physical Plant.) Each partner laboratory has a 
controls team and controls team leader that reports to 
the central ( O M )  controls team management. The 
global systems are themselves distributed, but managed 
centrally from Oak Ridge. "his arrangement facilitates 
standardization and eventual integration, but requires 
that more effort be made to assure that subsystem 
developers and partner laboratories pay attention to the 
requirements, schedule Imperatives and integration of 
their parts of the control system, which h v e  become 
someone else's responsibility and are in someone 
else's budget. 



Qne sfmtcgy to mawrage htegmhn at tinis level 
has been to include the Jubsystrea conbols schedule as 
a par? of each system "sub-prqJwt' scbedde, managed 

integmted with their schedules. llre goal is to make 
subsystem desilpn more colllsdws of the control 
system support they quire.  and when. Tbfs b h y s  
a problem, and it is slot ckar that we h e  done any 
better than is d. "he downside istbrt then exlstr 
no s e p t e  control system schedule maintained 
centrally by the controls team. Understanding and 
reporting of schedule status and cost performance is a 
complicated and manpower-intensive effort requiring 
the integration of six difl'erent reporis. 

An tmp~tznt key to success in any project is good 
communication. Thss is rendered even more difficult, 
and more important, In a CoUabrative project such as 
SNS. The Controls team has attempted to mitigate this 
problem with r e m  (weekly) teleconferences 
involving the controls team ipaders at each of the 
participating Ipboratories. Those rneetlng origidy 
included the usle of "NetMeettng," but that became 
problematic with increased computer d t y  at the 
DOE labomodes. Indeed labmaw Arewalls have 
made all exchange of technical information awkward 
and inconvenient at best i m w k  at wont. SNS has 
installed state-of-the-art videoconferendng facilities at 
each of the partner laboratories. These are used 
extensively. and am i n d u d e :  however notblng 
stisfactoriiy takes the piace of face-to-face discussion. 
and travel is an inevitable but neceswy (and 
expensive) concomitant to successful collaboration. 
The SNS controls team was able to take advantage of 
this conference to have 23 members present at a 
controls team meeting. What might be a weekly 
Oemence under more conventiod circumstances 
may be the first and last occasion for this goup to be 
together for the duration of the project. 

ond 'stikluxd' at the parbner Iabwatories and fully 

3 SI'ANDAIRDS 
Controls team leadership in the area of 

standardization has h n  a model for the rest of the 
project lmplementation and edorcemnt of standards 
in several areas, includin~ software, hardware. scxeen 
design and device and signal naming was recognized 
very early as the hchpin of our integration approach. 

3.1 sotiwart? 
Software standardi;catlan has been difficult. In order 

to insure unlfonnity ams all  developed software, the 
SNS project negotiated project-wide licensing 
agreements. Some I d  sales organizations, however, 
have been reluctant to recognize these contracts, 

fallae Unt t&y bm not gd tbdr 'piece aftbe pic." 
This k of come a corpwrte pobb. but om Out 
nonethdcss bas nrolted In delays ond frustrobkn €or 
SNS l q b m t e a  

The mo~t obviaus, most Impartant md most 
suceegtpl stradud is the unffwm use of EPICS for all 
subsysbm canlmk Contrary to tradition even in 
EPICS Womttuh dils includes both the con-4  
fpduHes rad the target control systems where 
negmtiat. often b, loose d Id hoc. w+t darned 
important h m  the outset. Tninfng was reqa&ed for 
both commerdal fjlrms and partner laboratmks not 
familiar with EPICS. Current developmeat & taking 
place uada EPICS v3.13. howmr the target version 
will be v3.15, which wil l have a munber of capabilities 
added spifically for SNS [9]. 

EPIC3 i(selfdlows a number of choices, and a suite 
of standud EPICS tools has been selected. This toolkit 
includes the 'Exteasible Display Manager" (EDM), 
developed for EPXCS at the Oak Ridge Holifield 
facility, and which is being Mer deveiqed in 
collabaration with the SNS contmfs team. EDM was 
chosen for eades maintenance and extensibility than 
competing EPICS display managen. and tools have 
been developed to translate screens developed in two 
of these. 'MEDM' and 'DMZK.' 

Working wid! the operations team, SNS has 
standpdized on layouts and color use for operator 
screens. Tbe EDM color rules capabiUty f;rdlibtes this. 
allowing prede- colors to be selected by names 
such as: "linac background." 

Linux has been chosen as the operating system for 
developnt,  as well as console and high-level server 
applications, and nearly all utilities are available in this 
environment. Unfortunately VxWorh, the standard 
EPICS IOC kernel, stil l  must be developed under 
Solaris. so the standard is not universal. 
EPICS is oriented to individual signals. and does not 

provide a Mgher-level 'devlce" view of the accelerator 
convenient to accelerator physics progr;lmmers. SNS is 
using a class Ubnry known as XAL [IO] toaddms this 
requirement. In addition, temporary 'ad hoc' programs 
can be written using Java-based Python scripts or in 
Matlab. either of which have direct access to any 
process variable in the control system. 

"%e ploject early agreed on the use of Oraclem. with 
the goid of a fuuy integrated technical database relating 
device and signal tables for the generation of the 
EPICS W b u t e d  databases. lattice and modeling data 
for physics use. technical data on all equipment for 
tracking and maintenance. magnet measurement and 
other calibration data, a cable database. and more. A 
success for standardization? Well, not really - at least 
not yet The usual difficulties arose. Many specialized 



databues wen plrepdy In use. The sdumur did not 
c d y  address dl the &sues in all of the diverse 
amls. ~ ~ e e f s  wefe u n w i l i i ~  to give up conbul of 
their already usefui &@bases to a central, aid not 
always rarpomive, autblty. Tods could not be 
centrally developed ut rlwc same rate as tools being 
developed in piarpuel at the pmer laboratories. The 
result has been a stru@e b incorpolrte eartrtlng 
databases and, so far, onty moderate SPCC~SO in the use 
of what has become imown as the Grand Unified 
Relational Dabbase (GUIUO). 

The most important W for stamkrdizatlon and 
eventual integration of software developed at the 

be ~~&~tained and m&gura*n managed out of a 
CVS repository located at Oak Ridge. The initiative 
has been moduately succedid and in spite of some 
resistance to developing in an envirmMIltat fm t h m  
home. more and more distributed developments are 
being deposited in the central ~epositMy. TWs should 
assure that all otherwise independent developments are 
using the same d o n s  of the same tools. and avoid a 
potential integration nightmare when they dl come 
together for find commissioning. 

partnet laboratories is the nguinement that all software 

3.2 H d w m  
SNS llas fidlitatd the use of hardwve standiatds by 

means of 'Basic Ordenlag Agremmts (MIAs)," 

purchase selected lrtandiuds at project-negotiated 
prices. This has worked W l y  well, although 
intervention by the project is frequently required when 
agents for selected veridors do not or will not recognize 
negotiated prices as applying to Bern. 
PLCs: The SNS control system makes far greater 

use of commercial Programmable Logic Conlrollers 

PLCs am used for subsystem that must be kept 
operating whether or not the rest of the control system 
is needed, such as the cryogenic and vacuum control 
systems. In addition, the indusion of traditionally 
PLC-based pmcess systems such as those for 
conventional hcilities a d  the target added even more 
PLC-based systems. SNS seleded d.le Ab-Bradley 
ControlLogix" family of PLCs for these applications. 
Fa mare difficult has been the imposition of 

standards for the programming of PLCs. This is in part 
because many PLeS are in fact vendor-provided, often 
with pre-existent softwate. Related to programming, is 
the problem of divergent appaaches to the use of 
PLCs. The guideline has kan to use PEGS for 
interlocks only - whatever h needed to keep systems 
running safely. even when the EPICS control system 

wflich allow alll partners n r b c o ~ a s a n d  Vendors to 

(PLCS) than is b a d i t i d  in IEPICS-based vtems. 

mlghtbtclmm. A i l o t k ~ ~ . a U d l ~  
autormtrd p a d m  snd opsndpr dlqplrys, wen to 
beimplcmabdInthcloes. lIdspraiabnot 
beenunhmnllypdhaedto. 

IOCS SNShosstpndudlzedontktMotarok2100 
Power Pc raks of proasJors for its dbbributcd Iocs. 
From W s ~ ,  an rppmpri;ltc caa be 
sclccted fbtk application. An p6paard rllows tbe 
same proassa to be used for'both VME and VXI 
applicatiom BOAS have also been CscIWshed la 
VME d W crates: Dawn for 7 slot VME crates: 
Wiener f a  21 skrt crates and Rad f a  VXI. 

RaatF; A BOA has also been prt In place fur 
ShndrnL 19' cqulpment racks. These may be 
eonRgulnd II nguired with doors, slda-purols and/or 
dher anrsrafes. The conapt of a 'rack factory" for 
assembly d equipment rack is not pew - In house 
rack assembly fidlities wen established at SLAC for 
PEP II and at Jefferson Lab for CEBAF. SNS has 
signed a 'd-factory" contract with an electronic 
assembly ampany close to the SNS site to allow 
equip- designers. only if they choose. to h v e  their 
equipment ndts assembled at tbis ficiuty on a 'task- 
order" basis. 

Racks would Seem to be simple indeed. However 
even here imperfect communication exacehated by 
distance d t e d  in a serious misunderstanding of 
sisnlflaa consequence. Draftsmea at one partner 
lpboratoy edrintapreted the depth of the specified 
stvldard lwlt As a result, an entire f?dllty was laid 
out with ndcr that were too small. when this was 
eventuany aught, all rack space had been allocated, 
some equipent would not flt the smaller rack and 
there was 80 mom to add new rows of racks. The 
resulting compromise was ugly and not entirely 
satisfactory. This problem would likely not have 
occurred if 1 the principals were in one place. 

3.3 Names and Database 
One puticular area of standardization Perhaps the 

first StladQd agreed by the partner iaboratories was for 
signal and &vice naming. It has also given the most 
trouble. An apparently simple hienrchical standard 
was d e w  a shown belaw: 

The wmer were to be mnemonic, long if needed for 
clarity, a d  optlmized for operations. Instantiation 
schemes wue defined for the linac and ring. Example 
lists of lattice devices were given. A document was 
signed ard approved by all - so early in the project that 
no one needed it or used it. A state of euphoric 
innocence prrv;liled. Then reality intervened. 



The eonccpt bkrorcblcrlty r e b d  each "signal" to a 
campmeling 'dcvlr;o." The orfghtars of this 
hierarchical idea intendad thpt that device b an 
"rcCe1er;lltor" aoacept, such LO a quedrupok or a 
cav&y, or a yl3bon; rad that the signal be one of its 
observable properbies. How- can ruscunably 
be assoGIp1cd with other types of devices - the 
t raducer  that produces it for example. or the VME 
ADC module that it goes to. All of these devices also 
need a place in the database fix puposes of tmcldng 
and maintenance. The nambq standard ori@ators 
intended that tfn!se devices would be related to the 
signal using the nlationrl d&base (although the 
original schema did riot in fact do this). but that the 
signal n;urre would USI! the 'accelerator" device. As the 
design ptoceeddl. p r  communication. exacerbated 
by the difllculty of quickly de$&ng 
mlsundersfdings a a w  several national laboratories, 
resulted in names being created that used any and all 
possible related devices in the signal m e .  

Different teams in different laboratodes tried to 
apply the standard to their own subsystems. The 
scheme. which worked well and easily for M c e  
devices, was not so easy to apply to off-lattice devices 
such as a ayoplmt or a cooling system. The 
hierarchid approach was forelgn to engineers trained 
in the process controi industry, who wished to relate 
SNS narnes to PLC "tag-namesm formulated Kmwdlng 
to industrial standards. EngineeEE disalpeed over what 
belonged in the device and sioplal fields, and how to 
apply the instantiation rules. Finally. a desire to contain 
all SNS technical information in an Oracle-based 
relational database, and to use this database (among 
other things) to produce the distributed control system 
database, impased new requiremients of parsability on 
the names that had not been considered in the standard. 
By now, 'official" names wing several Merent 

iiiterpretations of the oriiginat standards document 
appeared on drawings. screens and in documents and 
prototypical databases. This situation still prevails. 
Some names have been chvlgtd to conform to the 
intent of the standard. but this has not been done where 
an adverse schedule impact would have resulted. It 
may become wcessay to make some changes later in 
the project. which will be both expensive and painful. 

4 INDUSTI3LAL PAR'I'ICIPATION 
A controversial gad of the SNS approach was to 

fully integrate the 'Conventioual Fadlities" controls 
from the outset. It is often the experience that these. 
physical plant control systems QIVAC, power, etc) are 
provided by the general budding contractor using 
technology qdte Werent and incompatible with the 

a c c e w  C U d d  system. w* dwlng openbions. it 
is found tiutpocsls WfJabfGs ic#n ~ S y s L U w  uc 
needed in tbe control mm, fkw ohPaMtion or for 
mlatIcm, rod cby are not easily acccsslble. Not 
without colLpidcnMc c a m v e q  ud oppodtbn. SNS 
mandated that the conventional hdllty caatrolt should 
be implunenbd f b m  the outset in EPICS. To confmn 
to tndutaapi ppetla, this EPICS-based system would 
use PLCs at tbe I# layer. and be impfwnented by a 
commercial amtmtor familiar with ludustrial control 
systems. 
The SvaQpp Techaologies arntroh team based in 

Tullahoma, Tennessee was awarded this contnct. A 
mklong EPICS train@ scssion was set up at 
Tullphomz d this team ls aurently developing the 
distributed dafabws and hormn i n t h  screens 

based upon the same ideas as iDdustrial control system 
(the 'I" in EPICS stana for 'hiustrial") the Sverdrup 
team seems quite at home in this environment. and is 
progressing well. They m fadiar with PLC 
technology as weU and so can produce a fuUy 
integrated system, top to bottom It is the plan to use 
the same apPr0;lch and team to deliver both the EPICS 
and PLC portions of the Target control system. In 
addition to the obvious advantage of seamless 
integration of conventional with accelerator controls, 
this approach has made available an experienced 
commercial EPICS-bained tam, which will be 
available later In the project to assist when there are 
resource shadages or schedule 'crunches.' 

For more on the details of this arrangement, both 
technical and contractual, see reference 131. 

using the SNS-staodard EPICS tools. As EPICS is 

5 HANDOFF 
A particularly interesting challenge for the 

collaboration is the development and eventual 
implementation of plans to Innd over to the SNS 
engineers and physicists at Oak Ridge complex 
subsystems developed at the partner laboratories. This 
applies to all subsystems. and k especially challenging 
for controls. wtme t& systems include both hardware 
and softwan that might never have been fully 
integrated wben they were designed. The project has 
developed a 'Lead, Mentor, Consult" model for the 
handoff process. in which tbe partner laboratory 
responsible for the design of a subsystem takes a lead 
role for the design and for the W t i o n  and testing 
of the first subsystem: thea allows Oak Ridge 
personnel to iastpll pad test the next subsystems. while 
taking an active mentocing d e ;  and finally returns 
home to leave installation and testing of later 
subsystem to Oak Ridge personnel. while remaining 



available far consultation if nadcd. A detaiied 
installation p&n is In place that adopts this ap-. 

Two 'foctp of We" have made it difRcarlt to 
implement this p h i  in an entirely ratiolllll and 
consistent manner. Fb t ,  the SMS budget plan did not 
adequately account for anddpated pre-operations 
expenses. This resulted in prcmue to move some 
money from the partner labora~ries to SNS, &meby 
compromising their "lead" and "mentor" W o n s  in 
some cases. secondly, each of UE partner labantories 
have interpreted their responsibilities under this plan 
somewhat differently. The m d t  Is that whUe the 
controls team at Oak Ridge stiul expects considerable 
help with installation and testing of Linac subsystems. 
it expects to be more on its own in installing the Ring. 
These variations in approach have made it difllcult to 
plan for staffing levels during the installation phase. 
One very great advantage of the collaborative model 
for project building is that the partner laboratories can 
serve as both source and sink for the extra d i l n g  
requirements of' the construction phase. This M t  is 
being somewhat reduced by the need to irmease 
staffing at Oak Ridge for pre-operations, at the eqwnse 
of partner laboratory shff. 

6 CONCLUSION 
Construction at the Spallation Neutron Source site in 

Oak Ridge is procmling on schedule. The 'Front 
End" building will be complete at the end of May, and 
the on Source, RFQ and Medium Energy Ream 
Transport systems will be delivered in June and July of 
2002. Installation of Linac components will begin in 
the fall of the same year. The project appears to be on 
track to deliver its first neutrons in December of 2005. 

The control system should ke ready to support 
installation. testing anal commissioning of the various 
subsy-stems as they are delivered. The Front End 
already operates with beam at Berkeley, using a 
prototypical EPICS control system. "Hot Model' tests 
were supported by the controls team at Los Marnos. 
and prototypical controls subsystems are under 
development at the other parbier Wratories. The 
refrigeration plant will be installed in the summer of 
2002, and an EPICS control system will be ready. 
Control for 'conventional facilities" is being developed 
under contract by a commercial vendor using EPICS, 
and each building. when handed Q V ~ ,  will indude an 
easily integrated EPICS control system for heating, 
ventilation, air conditioning. power, etc. 

Like the facility itself, the control system for tbe 
SNS Is being developed by a multi-laboratory 
collaboration. This presents unique management and 
organizational challenges. Attempts have been made to 
address these challenges in various ways, and with 
varying degrees of success. We are winning some, and 
losing some. and learning as we go: but the most 
important thing t h t  we are learning for future projects 
is that there is no fwdunental reason one cannot build 
and integrate a complex control system using mimy 
widely distributed partners. And have fun doing it. 
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